Behavior: The Control of Perception Course

Chapter Summaries

Week 1: Preface
The Preface to B:CP is a nice foreshadowing of the topics to be presented in the book. Those who are already familiar with PCT (as the theory described in B:CP has come to be called) will recognize allusions to the mechanistic control theory-based model of the apparently non-mechanistic phenomenon of purpose and to the role of consciousness in learning (reorganization).  
I believe the Preface makes clear that Bill was addressing this book to psychologists, as most of you noted. I would say that the intended audience is academic psychologists in particular, though the discussion of mechanism versus humanism suggests that Bill also had his eye on clinical types – the “humanists” – who are often not working in academic settings. Of course, the ideas in the book are relevant to academics in many different disciplines as well as non-academics with an interest in understanding human nature.  But I think it’s important to know who the intended audience for B:CP is because it influences how we will approach our discussion of it. B:CP is written for an academic, not a lay, audience; indeed, I would rate it as an advanced undergraduate or graduate level text. So B:CP clearly assumes some background in academic psychology. Even the title suggests that the book is aimed at academic psychologists. The phrase “Behavior: The control of perception” is clearly aimed at getting the attention of individuals who have been trained to think that perception is what controls behavior; such individuals are academic psychologists. A better title for a book aimed at a popular audience would be “Making Sense of Behavior” and, indeed, this was the title of Powers’ book on PCT aimed at a lay (or beginning undergraduate) audience. 


Taken in the context of B:CP being a graduate level text aimed at an audience of psychologists the discussion of the arguments between mechanists and humanists can be seen to represent the arguments between psychologists in the clinical and experimental sections of the graduate programs that exist in most psychology departments. The mechanists are the experimental types whose work is based on a cause-effect model that ignores (or denies) purpose while the humanists are the clinical types who are more willing to talk about behavior in terms of squishy concepts like purpose and consciousness. 
Of course, not all experimentalists avoid talk of purpose and not all clinicians embrace it. But I think the point of the discussion of mechanism and determinism is to be a vehicle for saying (sotto voce) that the book is addressed to both experimental and clinical psychologists and that it is an attempt to reconcile the mechanistic and humanistic views of human nature by presenting a mechanistic account of the humanistic notion of purpose. 

B:CP was written at the time that the cognitive revolution was really getting into full swing; behaviorism was becoming passé. So the focus on “behaviorism” as the face of mechanism may have seemed like B:CP was providing a way to slay dragons that were already being (or had been) slain. As some of you pointed out,  Chomsky, Koestler, Rodgers and U. Neisser had already written (or stated in public debates) high profile “rejoinders” to Skinner’s mechanistic ideas about environmental control of behavior. The cognitive revolutionaries implied that taking cognition (thinking, deciding, imagining) into account somehow freed people from the mechanistic constraints of environmental control (though they never explained how it did this). But it is possible that the use of “behaviorism” as the face of the mechanistic view of human nature may have made it seem that B:CP was tilting at straw men.  In fact, it wasn’t (as will be seen when we read Ch. 1) but the emphasis on “behaviorism” may have been unfortunate.  After B:CP, discussion by PCT enthusiasts of the mechanistic assumptions that are the basis of “traditional psychologies”, including cognitive psychology, have been framed in terms of the “causal model”, “input-output model” or “open-loop model” of behavior rather than “behaviorism”.

The allusion to the “Soul”, “Atman”, and “Awareness” seems to me to be a clear foreshadowing of the discussion of the role of consciousness in learning (reorganization). Consciousness has an explicit role in PCT, which is another thing that distinguishes it from “traditional psychologies” – and those “psychologies” that come out of the experimental/mechanistic side.

I believe the statement that “the theory nowhere predicts how a particular person will react to a particular event” alludes to the fact that PCT is a general theory of how behavior works – how it is organized – rather than a theory of what people will do in particular circumstances; or of what circumstances (antecedents) will lead to a particular behavior. So, for example, PCT is not a theory that say “exposure to combat will result in PTSD” or “a person will conform to the opinion of others when many others state that opinion” or “the probability of a response will increase if the response is followed by reinforcement”.  The statement that the model is “nearly devoid of specific behavioral content” probably means the same thing: the model of behavior to be presented is not about what causes any particular behavior or type of behavior to happen; it’s about how behavior, all behavior, works. So as we now know the model explains tracking behavior but it also explains object interception behavior, self-concept maintenance behavior, reading behavior, writing behavior and ‘rithmatic behavior. 
I remember finding the Preface somewhat puzzling when I first read B:CP. But I persevered mainly because, as best as I could make out, the book was going to try to answer the question over which I was struggling at the time; how could my sense of freedom (which I saw as an aspect of humanism at the time) be reconciled with the mechanistic model of behavior that I basically accepted (as a cognitive psychologist) and, more importantly, with the fact that animals (including humans) could clearly be controlled? I actually didn’t figure out the answer until I had been working with the theory described in B:CP for nearly thirty years. So given that experience I would say that the Preface is a remarkably good introduction to PCT and has lost none of its strength with age. 
Now it’s time to start the book itself. 

Week 2: Ch1 Dilemmas of Behaviorism

This chapter lays out the basic problem (dilemma) that the theory to be described in the book – now known as PCT – seeks to solve. This is a very important chapter and, as can be seen from the replies to the study questions, a somewhat controversial one. The chapter is important because it describes the raison d’etre for the theory to be described in the book: to explain the fact of purposive behavior. The chapter is controversial because this raison d’etre is introduced in the context of the branch of psychology known as behaviorism. 

Many of you found the use of “behaviorism” as a basis for justifying the development of PCT too restrictive, given the existence of ostensibly non-behavioristic approaches to understanding behavior, such as cognitive and psychodynamic theories. But I think Powers addresses this when he notes that while many psychologists reject behaviorism they accept its concepts and methods. The basic concept of behaviorism is the cause-effect view of behavior. This is the idea that what we call behavior – walking, talking, playing chess, etc – is the last step in a causal chain that starts in the environment or the brain. This has also been called the open-loop view of behavior. It is the idea that behavior has causes but not purposes.  The behavioristic view considers the apparent purposive –goal-directed -- nature of behavior to be an illusion. 

Many of you pointed out that there are now non-behavioristic theories in psychology that explicitly or implicitly include purposive concepts, such as goals and needs, which seems to make Powers’ points in Chapter 1 obsolete. But this same problem existed at the time the chapter was written; Powers acknowledges their existence when he talks of “modern computer-oriented studies”, a clear allusion to the emerging field of cognitive science. I believe the existence of such theories is the reason Powers says that psychologists who reject behaviorism can still be seen to accept its basic concept (the cause-effect view of behavior) as evidenced by their use of methods based on this concept. Psychologists, regardless of what their theories say, accept that the proper way to do an experiment is to apply a stimulus (independent variable) and measure its consequences (dependent variable) “somewhere downstream, in the brain or in overt behavior”. 

This “methodological” test of whether or not one views behavior in cause effect terms can be applied to the work of psychologists like Carver and Scheier, who not only have a theory that includes purposive concepts like goals but is explicitly based on the theory described in B:CP – PCT. The fact that these psychologists actually work within the behavioristic framework can be seen in their experimental methods, which are all based on a methodology based on the cause-effect view of behavior.

The implicit criticism of cause-effect based methodology in Chapter 1 should not be taken as an indictment of this approach to studying behavior. I don’t believe the point of the discussion of methodology in Chapter 1 is to say that conventional studies, like the one mentioned by Rupert where it was found that many subjects incorrectly recalled a Roman numeral, should be dismissed.  Though not discussed in detail in the chapter (or anywhere in B:CP for that matter) I would say that the main problem of these studies (aside from the fact that most are based group averages) is that they ignore purpose. The results of these studies, in terms of the relationship between variables involved, depend importantly on the subjects’ purposes. PCT simply suggests that research should be re-oriented to determining what these purposes are, how they are achieved and why.

The final part of the chapter discusses what makes behavior appear purposeful. It’s done in terms of the “Lens Model”, which is basically a picture of the variable effects of a stimulus (disturbance) resulting in variable responses (outputs) having a consistent result. This “Lens Model” also illustrates the “dilemmas of behaviorism” mentioned in the chapter title.  The main dilemma (meaning “problem”) for a behavioristic (cause-effect) view of behavior is to explain how variable causes (the varying stimulus rays of the Lens Model”) lead to consistent results (the apparent “goal” or “purpose”) of the actions that produce the result.  One “solution” to this problem has been to attribute the goal result to some external cause, like gravity in the water-drop analogy.  The modern version of this approach is taken by the “dynamic systems” theory of motor control; the role of gravity in producing goal results is now taken by the much more trendy “attractor basins”.  So the appearance of “purpose” is just an illusion of cause-effect, like the illusion that a dropped ball has the purpose of getting to the ground. 

Another “cause-effect” solution to the dilemma of the apparent purposefulness of behavior, not mentioned in chapter 1, is what might be called the “central programming” view. Here, the apparent goal result is said to be a caused result of the calculations of an internal program. Again, this is a cause-effect view of purpose. 

I don’t think Powers ever explains in B:CP why the “external cause” (and “central programming”) approaches to explaining behavior don’t work; he certainly does in other places. It’s because they cannot handle the effects of unpredictable and undetectable disturbances to the goal result. 

The chapter ends with what I take as a nice description of what this book is about: a psychological explanation of the reality of purposeful behavior. Purposeful behavior will be explained rather than explained away. Purpose will be the focus and the theory described in the book will be a scientific explanation of the fact of purposeful behavior (which we now know as the fact of control – the subtitle of Powers last book). 

Regarding the “Leading Questions” at the end of Chapter 1 (p.10), these seem to be leading to points that are not really addressed until chapter 4. The first two questions are obviously aimed at showing that a behavioral result – like lifting a dumbbell or moving to the schoolroom door – is a joint result of outputs (muscle forces) and environmental disturbances (gravity, woman’s pull). The third question is aimed at getting us to see that what we experience is always a joint result of what is out there (the stimulus in the example) and what we are doing (our responses). This point is made at the beginning of Ch. 4 in the “Fact of Feedback” section. Finally, question four is aimed at showing that when the input “stimulus” is affected by responses – when behavior occurs in a feedback loop – the stimulus cannot really be thought of as guiding the responses, since the responses are also guiding the stimulus.

 

Week 3 Chapter 2, Models and Generalizations

Again, thanks to all of you who contributed answers to the study questions for this chapter. As I said when I posted the study questions, this is a tough chapter for me, too, so your answers helped me get my arms around this topic, though I’m still not sure I have them all the way around it.  One thing is sure: this chapter is clearly addressed to academic psychologists; I can’t imagine who else might care about these issues. In this chapter Powers is trying to explain how the theory to be described in the book (PCT) differs from most existing theories in psychology.  

Since PCT has not been described yet it seems to me that a reader might find the discussion in this chapter somewhat abstract. PCT is described as a theory based on “model building”. But I think many academic psychologists (then and now) would call their own theories “models” (as per the recent American Psychologist article on models in psychological research
).  So the argument that PCT differs from traditional theories because it is a “model” rather than an extrapolation or abstraction, i.e., a generalization, might have sounded somewhat contentious.

But the fact is that the PCT model does differ in significant ways from other theories that are called “models” in psychology. But I have come to understand the difference only after having had the opportunity to test both types of model in the context of an actual research project. I was given the opportunity to compare the PCT model to other models of object interception behavior.  Based on this experience I would say that the difference between PCT and other models of object interception can be described as the difference between a “working” model and curve-fitting. 

A working model corresponds to what Powers calls a model of the causes of behavior; curve-fitting corresponds to a model of the consequences of behavioral organization. In object interception research this distinction is particularly clear when trying to account for the behavior of the optical projection of the pursued object in the visual field of the pursuer.  The PCT model tries to account for this behavior by seeing whether the optical path produced by a working control model is the same (or very similar) as that produced by the actual pursuer when model and pursuer are placed in the same physical situation. Other models try to account for this behavior by seeing how well certain mathematical equation fit the observed paths. Clearly, PCT is a model of the causal mechanisms inside the behaving system (pursuer) that produce the behavior (optical path of the pursuer object); other models (like those described in the American Psychologist paper of footnote 1) involve fitting equations to the optical paths that are a consequence of some actual behavioral organization. 

The superiority of working over curve fitting models has also been nicely illustrated to me by my work in object interception research. The limitations of curve fitting models are like those of the “extrapolation” models described in Ch. 2 – problems occur when you try to apply these models in similar situations with slightly changed conditions. In object interception, the problem comes up when you try to apply the curve-fitting models that worked well when the pursuit was of fly balls with nice, regular trajectories to the pursuit of things like Frisbees or toy helicopters. Suddenly the nice, linear equations that fit the optical paths for the fly balls fail utterly for the optical paths of these other objects.  On the other hand the same working model – PCT-- of object interception accounts for the optical paths produced by people pursing all these different objects. 

There are other advantages of working models over curve fitting, some of which Powers tries to describe in Ch. 2. But for now I think the main “take away” from Ch. 2 is that the model of human nature to be described in B:CP will be a working model, like the successful models of physics and chemistry. But in order to really understand what that means I think we will have to see how a working model – one that behaves based on the functions of its individual components – is built and how  observed behavior is a function of the operation of these components.  And that’s the subject of Ch. 3: Premises. 

Leading Questions: 

The two leading questions at the end of Ch. 2 seem to me to be aimed at leading the reader to an understanding of the limitations of “generalization” (extrapolation and abstraction) type models of behavior.

Leading question 1 is about the limitations of generalization in the form of making inferences about individual behavior based on average behavior. Hiawatha’s average behavior is a bullseye but each individual shot is not. As we go through B:CP we will find that the PCT model is not about average behavior; rather it is about individual behavior and how it works. The leading question is also pertinent to the fact that B:CP describes a model of behavior as control. If you just deal with Hiawatha’s average behavior, he appears to be in control of the relationship between arrow and target. If you look at each individual instance of his behavior, very little control is evident. 

Leading question 2 is about the limitations of generalization in terms of extrapolation; the extrapolation fails because the tortoise’s progress will actually be stopped by the wall; the extrapolation will fail. But this question is also pertinent to control. Even taking the wall into consideration, extrapolation will fail if one doesn’t take into account the fact that the tortoise is a control system and will do what it can to work its way past the wall if it wants something on the other side.

Week 4, Chapter 3, Premises

Re-reading this chapter made me realize why B:CP (and PCT) became so important to me. This chapter is William T. Powers at his best. It is careful, clear and profound. It describes technical concepts simply and clearly and it carefully builds the neurophysiological and epistemological foundation on which PCT will be built. And it is done without hand waving or sophistry. It was clearly the work of a brilliant person who wanted to develop a truly scientific understanding of human nature rather than prove how brilliant he was.

I believe there are two main “premises” addressed in this chapter. The first is neurophysiological: the relevant neural basis of behavior is the “neural current” – the average firing rate of a collection of neurons.  The second is epistemological: what we experience as reality is perception, or, as it is sometimes said “it’s all perception”.  The study questions addressed each of these premises from various directions. So I’ll discuss the con tents of Ch. 3 by giving my own answers to the study questions. But first I’ll address two issues that were brought up in your answers to the study questions. 

First, there was a question about the evidentiary basis of the neurophysiological premises described in the chapter; why should we accept, for example, the neural current premise? I believe the answer comes from the basic neurophysiology regarding the behavior of neurons and the synaptic connections between them. The fact that neural firing rate (the basis of the concept of neural current) is a relevant measure of neural activity is also pretty well accepted in neurophysiology. The Nobel Prize winning work of Hubel and Weisel is a good example of the use of firing rate to measure “receptive field” behavior. You can listen to some nice neural currents resulting for different kinds of visual stimulation of the retina here:

http://www.science.smith.edu/departments/NeuroSci/courses/bio330/vision/VisualCortex.mov
 Second, there was a question about epistemology that turned on apparent assertion that solipsism is a premise of the model to be developed in the book. Powers was taken to be making this assertion when he says “Look around. That’s perception”.  I believe that Bill makes this statement, not to deny reality but to make it clear that what we experience as “reality” is perception. All we experience exists in out brain as perceptual neural signals that are the result of sensory stimulation. There is no way to “see past” out senses to see the real reality on the other side. But the control model assumes that there is a real reality out there – it is the “environment” in diagrams of the PCT model; it is the reality that is described by physics and chemistry. I think the reason Bill presents this epistemological premise – that “it’s all perception” – is to make it clear that an important part of the enterprise of understanding behavior will be learning how individuals map reality (in the form of the models of physics and chemistry) into perceptions. 
Now for the questions:

1.      If all perceptions are “neural currents” then why do all perceptions seem so different from each other? Why does the perception of “blue” differ from a perception like “honesty” if they are both just the rates of firing of neurons?

I agree with David Goldstein’s answer here: The difference between perceptions results from the difference between perceptual functions. This answer depends on knowing more about PCT than is found in this chapter. But I think it’s a good thing to keep in mind. I didn’t take this question to be about why we consciously experience perceptions as different; why perceptions have different qualia. But if it’s taken that way then I don’t know the answer. Or I should say I don’t know “a good answer”. The answer I accept is that I experience the world as I do because that’s the way perceptual neural currents look when I am them.
2.      What is the advantage of the premise that all perceptions are “neural currents”?

My answer would be similar to David’s. Control systems require a quantitative representation of a controlled perception so that the appropriate quantitative amount of error can be generated by any deviation from the (also quantitative) reference for that perception. So a neural current is a nice, physiologically plausible way to represent the magnitude of a perceptual variable. Of course, magnitude could also be represented by digital codes (as in a digital computer) but there are several neurophysiological reasons why that a digital representation of magnitude is improbably. Bill mentions one: timing. But there are many others, such as the fact that there is no evidence of a standard word length, circuitry to interpret a binary code as a quantity, etc.

3. Do you agree that “experienced reality” is different from “a supposed external reality” as Bill says on page 39 of the chapter? If so, why? If not, why not?

This is the epistemological stance of PCT and I agree with it. No other way of looking at it makes sense to me. It is based on the observation that outside world is known to us only via our senses and the models of physics and chemistry that tell me that what’s on the other side of those senses are things (like atoms, molecules and electromagnetic waves) that don’t look at all like what I see when I open my eyes (like a patio, trees waving in the wind and the sound of wind chimes).   

4. Why does Bill prefer the analog computer as a model for the nervous system over the digital computer?

This was answered as part of my answer to question 3. There is very little neurophysiological evidence that the digital view is plausible.

As an exercise, try to relate the analog components described in Ch. 3 to the components of the basic control system as implemented in Powers’ Live Block Diagram program: 

We put this in to get you to think about how the premises relate to a working control system model. The variables inside the control system – the perceptual and error signals – are analogous to neural current; the only difference is that the variables in the model can go from negative to positive infinity. In a nervous system neural currents can only go from 0 to some finite average number of impulses per second. A real nervous system can deal with this by using two symmetrical control systems, each acting in the opposite direction when the error goes above 0.  The analog circuits – adder, subtractor, multiplier, integrator, etc -- used to produce a control system can be quite varied, particularly in the Input Functions that create different perceptions, but the comparator would surely be a subtractor and the outputs would likely have an integrator.

The Premises described in Ch. 3 are based on the neurophysiology that existed at the time B:CP was written. But it was pretty basic neurophysiology – I don’t think much about the basic stuff – the behavior of neurons and synapses – has invalidated any of the Premises made in B:CP. But neurophysiology, as applied in psychology – cognitive neurophysiology – has come a long way from where it was back then. And in my estimation the direction it has gone in – encouraged by the promise of high tech neurophysiological measuring systems – has not been a particularly good one. Here a recent example of what is considered a cutting edge example of a study in neurocognition:

http://www.sciencedaily.com/releases/2013/07/130705212232.htm

Week 5, Chapter 4, Feedback and Behavior

My summary of this chapter will be a response to the first study question:

1. How would you describe the main argument of this chapter?  How does it relate to the question of whether any behavior is open - loop? 

This is a very important chapter because in it Powers describes the phenomenon that is to be explained by the theory to be developed in the rest of the book: the phenomenon of control. The main argument of the chapter is that what we see as behavior is control. This is an argument regarding the objective facts of behavior, the main fact being that there is feedback in the relationship between an organism and its environment: what and organism senses affects what it does (its visible actions) and at the same time what the organism is does affects what it senses. The feedback effects of actions on sensory input cannot be separated in time from the effects of sensory input on actions. 

Because observed behavior is generally stable, the feedback effects of action on sensory input must be negative: organisms exist in a negative feedback loop. Such feedback loops result in control of sensed aspects of the environment. This control is seen in the fact that actions maintain certain aspects of the environment – controlled quantities – in goal or reference states. The reference state of a controlled quantity can be shown to be secularly determined by the behaving system itself. This control – maintaining sensed aspects of the environment in reference sates – is equivalent to what is called purposeful behavior. Thus, the theory to be developed in this book is a theory that explains a phenomenon that other psychological theories don’t even deal with: purposeful behavior or, more precisely, control. 

As Powers says at the end of the chapter “All the concepts [developed in the chapter] apply to an objective analysis of behavior and require no model of the behaving system itself.”  Given this, it might have been better if this chapter had been called “The Fact of Control”. It is possibly the most important chapter in the book because it explains exactly why the control theory model described in the book differs from all other theories in psychology: it’s about a phenomenon that none of these other theories is about – the phenomenon of control.  I think one of Powers’ greatest contributions to the sciences of life is to provide an objective description of the phenomenon of control. The lack of such a description is, I believe, the reason why other applications of control theory in psychology have had such limited application
. Such applications use control theory to explain behavior as caused output, with the reference or goal specification for input existing in the environment rather than in the behaving organism. 

Failure to recognize the importance of feedback in behavior has also had an impact on the development of robotics. Robots are behaving systems whose actions, like those of living systems, affect the sensory cause of those actions. But if these feedback effects are ignore a robot can be taken to be a stimulus-response system. A nice example of this is the Braitenberg vehicle, which is a simple mobile robot which is just sensors (S) hooked up output devices (R). So these are S-R devices that produce “apparently” purposeful behavior, as can be seen here:
http://www.youtube.com/watch?v=NJo5HEdq6y0
In fact, the behavior of these vehicles is, indeed, purposeful, at least when the feedback from action (R) to sensory input (S) is negative, as it is in the examples in the video. The feedback effects of actions on input turns these “S-R” machines into purposeful control systems, controlling sensed aspect of the environment relative to an implicit fixed internal reference specification. 

In summary, Ch. 4 describes the phenomenon – control – that the theory to be described in the book is being developed to explain. It’s the pre-theory chapter. The issues discussed in this chapter are also discussed in Marken (1988)
 as well as in many discussions on CSGNet.   The leading questions at the end of chapter 4 all aimed at leading you into thinking about how you might explain the phenomenon of control that is described in chapter 4. The idea is to get you to think about what properties a model of control should have. And the main property that such a model must have is that it would be oriented around the control of perception. The basic model of control – the model we are now familiar with as PCT – will be described in the next chapter; Chapter 5.
Week 6, Chapter 5, Control Unit of Organization

 

Chapter 5 describes the basic control system unit of organization. This is just basic control theory, which is dealt with in many other good sources.
 What is important about this chapter, I believe, is how control theory is mapped to observable behavior. Prior to B:CP applications of control theory in psychology mapped control theory to behavior something like this:
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Figure 1. 

The Controller in Figure 1 is the organism doing the controlling. What is interesting about this diagram is that the Reference Input – equivalent to the reference signal in PCT-- is outside the controlling organism. If this were a model of the tracking task described in Ch. 5, then the empty oval would be the relative positions of target and cursor and the Reference Input would presumably be the target itself. The “Plant” is the muscles that move the arm (“Body Position”) that affects, via a control handle (not shown) the cursor via the feedback connection (Feedback Signal). The “Forward Model” can be ignored. So what this diagram shows is a control loop very much like the one in Fig 5.2 in Ch. 5, where the goal of behavior – the Reference Input – is outside rather than inside the organism.  

The mapping of control theory onto behavior that is shown in Fig 1 is clearly influenced by the assumption that sensory input is the cause of behavioral output; what I call the causal or open-loop model of behavior.
 By placing the Reference Input back into the behavior system (Controller) where it belongs, Powers put purpose back into behavior.  The fact that the Reference Input belongs inside the organism is easily demonstrated by asking the Controller in a tracking task to change his or her goal regarding where the cursor should be relative to the controller whenever and as many times as desired. In this case you can watch as the cursor sometimes remains on target, sometimes an inch to the left and sometimes ½ inch to the right and so on.

Once the Reference Signal is placed properly inside the behaving system, some other important characteristics of the control model show up that are not shown in Figure1. the most important new feature is the Input Function. This is the neural network that computes the perceptual neural signal that is actually the variable that is under control. The Input Function – also called the Perceptual Function – will turn out to be a very important component of living control system because what it computes – what it perceives about the environment – defines what the organism’s behavior is “about”.  The Reference Input – called Reference Signal in Fig. 5.2 of B:CP – specifies the goal state of the perceptual signal while the Input Function defines the “meaning” of that signal. 

The possible “meanings” of perceptual signals will be discussed in the next set of chapters on the hierarchy of control. The levels of the hierarchy will correspond to the different types of meanings that variations in a perceptual signal can have; variations in the perceptual signal can mean variations in the intensity, sensation, configuration, etc. It’s the Input Function that defines the meaning of the perceptual signal and, thus, what it is about what is “out there” in the world outside the nervous system that is being controlled. 

The rest of Ch. 5 tries to give some feel for how a control system works. As David Goldstein noted, another good place to get a discussion of this is in Ch. 3 of LCS III.
 Perhaps the main message about is that control is not necessarily a hunt and peck kind of thing. A good, high gain control system keeps the controlled perception at the reference continuously, protecting it from disturbance. A control system doesn’t just act when there is a sudden transient disturbance; that is, it doesn’t typically “react” to disturbances. It is more appropriate to think of control as continuously acting as necessary to keep perceptions in their reference (goal) states. This means that, in a well functioning control system, error – the difference between goal and actual perception – is typically very small. This will be an important consideration for those interested in applying control theory to clinical and counseling psychology. From the point of view of the control model, a psychological problem is the existence of large and chronic error, which means that there are perceptions that are “out of control”. The job of the clinical/counseling psychologist is to help the person experiencing the problem (chronic error)  get those perceptions under control. 

Rupert Young was the only student who submitted answers to the Study and Leading question this week so I reproduce his answers here (labeled RY, along with my comments, labeled RM):

1. Can you describe the difference between the model in Figure 5.1 and the one in Figure 5.2? Hint: One is a model of objective behavior, the other a model of the mechanisms that can produce such behavior

RY: The former describes the concepts and relationships of the tracking task from a neutral viewpoint, whereas the latter is from the perspective of the organism describing the actual components and mechanisms internal to that organism.

       2. Use the Live Block diagram at: https://dl.dropboxusercontent.com/u/31298693/LiveBlock.exe. To determine the effect of a change in loop gain (A) on quality of control. You can change the loop gain by setting “Parameter Slides” to “Show” and then using the slide to change the Output gain. Does the change in gain work the way Powers says in the chapter? How can you tell?

RY: Yes, if you mean tighter control rather than more response to stimuli, with increasing gain. You can tell because the higher the gain the quicker the perception matches the reference, and doesn't overshoot.

RM: You can also do it by watching the variation in the perceptual signal; when the gain is low the perceptual signal varies a lot more than when the gain is high (with the disturbance varying constantly.

3. In what sense is the model described in this chapter contain “devoid of specific behavioral content” as Powers said of it in the Preface? How does the model get “content”? 

RY: The model provides the "form" of the mechanism of behavioural control, but the mechanism, components and signals do not refer to any specific behaviours, or actions; that is, they do not "represent" real-world variables or perceptions. Only when control systems are taken in the context of a behaving system embodied within an environment (real or virtual) can the processes be said to "represent" the specific "content" of perceptions and variables.

RM: Excellent.

RY answers to Leading questions:

1. No, it means that the response will be closer to 100% of the error.

2. Comfortableness of reading.

3. Zero; key inside keyhole. Yes, regarding perceived distance between two.

4. In between. Yes, some people like classical music, some heavy-metal thrash house rock music.

5. Yes.

6. Eye contact, no yawning. Talk louder, wave at them, say "hellooo!"

7. The perception being controlled might be my desire to appear attentive.  If false, the error would indicate that I am not acheiving that desire. If true, no error. Yes, I think so.

8. Dullness. Walk away.

9. No, not at all, it doesn't mean something is "wrong", but that there is a difference between the current state and the desired goal. That's called death.

10. Yes. Achievement, not listening to negative people, positive thinking. 

 RM: Excellent again! Hope that helps your self-esteem. 
Week 7, Chapter 6, A Hierarchy of Control Systems

As I said in the study guide, the main point of this chapter is to provide a rationale for the development of a hierarchical control model of behavior. The general characteristics of a hierarchical control model are described. These are 1) the perceptions controlled buy a hierarchy of control systems are hierarchically related, in the sense that higher level perceptions depend on the existence of lower level ones and 2) higher level control systems control their perceptions by varying their outputs, which affect the value of the references for the lower level perceptions on which the higher level perceptions depend and 3) only the outputs of the lowest level control systems actually affect the environment. The chapter doesn’t go in into much detail about how such a hierarchical control organization works. A detailed description of how hierarchical control works can be found in other sources.
  

The main goal of the Leading Questions at the end of the chapter (I believe) is to help the reader understand hierarchical control – and the hierarchical nature of perception – from a subjective, experiential perspective. Behavioral demonstrations of hierarchical control are available on the net
 as well as in Powers manual demonstrations that he calls the “Portable Demonstrator” (I don’t have the reference so if anyone knows where I can find where ill talks about this please let me know). 

The first Leading Question aims to demonstrate that the self produced perception of pressure is at a higher level than the perception of effort. This is demonstrated by the fact that you can’t produce the perception of pressure without also producing the perception of effort. But you can produce a perception of effort – by simply tensing a muscle – without producing a perception of pressure. So the pressure perception depends on producing an effort perception – pressure (a sensation) is thus a higher level perception than effort (and intensity). This relationship cannot be reversed; you can’t produce a perception of pressure without exerting some effort to produce it. 

The second Leading Question is a tough one. I would say “no”, breathing is still a lower level perception than solving equations, no matter what the alien psychologist says.  You can breathe without solving equations but you can’t solve equations without breathing. 

       From Rick's summary for Chapter 6:

My answer to the third Leading Question is also “no”, I can’t think of a disturbance that doesn’t affect the car’s relationship to the road but does require the steering wheel to correct it. The steering wheel is the means – lower level perception – of compensating disturbances to the car’s relationship to the road. So if there is no disturbance to the higher level variable there is no need to vary the lower level one.

KM: It seems to me that when Rick and Rupert answered No to Leading Question 3 from Chapter 6, they weren't being as imaginative as they might have been.

What if the disturbance is a road sign that says something like "Route 93 next right" or "Good eats, this exit"? You might immediately begin steering for the off-ramp if, say, you want to continue your journey on Route 93 or you're really hungry for something to eat.

Or what if you're traveling down a multilane highway and see a deer/accident/police car flashing its lights in the lane ahead of you? You would probably steer immediately to a different lane of the road or take some other evasive action.

It all depends on the higher-level perceptions that you are trying to control (on even higher levels than maintaining the car's relationship to the road by keeping it in the middle of the highway lane on which you are traveling).


The fourth Leading Question is pretty straight forward and is just aimed at getting the reader to think in terms of the hierarchical structure of behavior. In order to perceive the ice cream you have to perceive yourself going to the store (let’s assume you can walk), which requires moving the legs which requires tensing the muscles. 


The fifth Leading Question is pretty tough too. I would say that the chills result when the reference for body temperature is going up. The temperature control system wants the body at a higher temperature than it’s at; so the perceived body temperature is below the reference, resulting in chills which are outputs aimed at increasing body temperature. The system the raises the reference for body temperature may be the one controlling for getting fighting the virus; the immune system. 


The sixth and final Leading Question asks about the relationship between wanting and the reference signal. I would say that they are the same thing; the reference signal is the neural embodiment of a want and what is wanted is a particular state of the corresponding perception. You stop wanting something you want by changing the reference for the perception (so that you want something different -- a different value of the perceptual variable). This question anticipates the use of PCT in counseling and psychotherapy, where the solution to problems (conflicts) is often to stop wanting what you want. 
Week 8, Chapter 7 Intensity Control

This is a rather “intense” chapter (pun intended) because it describes some pretty complex control loops at the lowest level of the control hierarchy. But I think the sections on a “Linear Feedback Analysis” and “Line of Command” in a simple feedback loop are fairly understandable and quite important because they show that what is “commanded” when the nervous system commands a motor output (and we are talking about the lowest level control systems here, the ones that command the muscle forces the are the ultimate source of what we see as “behavior”) is a perception of the effect of that motor output.  This is where PCT and conventional theories of behavior come to loggerheads. The conventional view is that efferent neural signals command muscle forces; in PCT this is only true of the efferent neurons that carry the first level error signals – the efferent neurons that connect directly to the muscles.  The efferent neurons descending from the central nervous system – the neurons descending down the spinal cord – do not command the lower level neurons to produce output. Rather, they command a certain level of input (perception) in the afferent neurons that perceive effort, which is the consequence of excitation of the muscle by the lowest efferent neurons. 

So muscle forces are kind of a “side effect” of the control of the perception of effort. This view of things is completely different than the conventional view, which sees muscle forces as the “behavior” produced by the nervous system. PCT views the perception of the consequences of these muscle forces – perceived effort – as the “behavior” produced by the nervous system. To this day, the idea that variation in perception is the “behavior” produced by the nervous system is very much resisted by the scientific psychology community. One of the presumably strong pieces of evidence against the “control of perception” view comes from studies of the behavior of organisms who have been surgically or naturally (due to disease) “deafferented” – that is, who have lost or been deprived their lowest level (intensity) perceptions; who no longer have the ability to perceive the effort resulting from muscle tension. Many studies purport to show that deafferented organisms are nevertheless able to produce coherent behavior. It looks like the nervous systems of these organisms are able to command the muscles to produce intended forces even though the consequences of these forces cannot be perceived. 

Kent McClelland gave a nice, detailed reply to my point about deafferentiation studies. I have appended his post to the end of this summary.  Kent’s main point, I think, is that the behavior we see in deafferentiation studies is not anything like the normal behavior of organisms with their first level, intensity control systems in tact. I have seen movies of deafferented monkeys climbing up trees. As I recall it looked like the monkeys were “throwing” their limbs around rather than moving them in a controlled manner. This is what one would expect if the lower level afferents (from tendon to spinal motor neuron, per Figure 7.3) are damaged so that there is no perception of force (and/or stretch) to be controlled. 

Somewhat more problematic are deafferentiation studies showing that deafferented humans can make circular patterns with their hands even when the hands are not visible (which would allow for control of higher level perceptions).
 There are two possibilities here; one is that these people are still able to control some higher level perception of some kind. The other (which I favor) is that there is still some very attenuated intensity perceptions available for control. The observed behavior is consistent with what one would expect to see if the loop gain (the k parameter in equation 3, p. 87) of control was reduced considerably, as it would be with afferent attenuation. All of these ideas would have to be tested, of course. But it seems highly unlikely that it is possible to do anything without a perception of some consequence of the actions that produce that “doing”.  And at the lowest level, according to PCT, the perceptual consequences of actions that are under control are perceptions of the intensity of stimulation at the sensory interface to the nervous system.

My answers to the Leading Questions are based on my reply to Rupert Young’s answers. Rupert’s answers are preceded by “>”.

> 1. Yes, I can feel something when I tense muscles. The feeling is the same for

> different muscles, but I can't say whether the feeling corresponds to amount

> of effort; how can you? Is pain also a first-order signal?

The pure feeling of magnitude when you tense a muscle is the intensity perception. Experiencing that perception as "effort" is, I believe, a higher level perception. The magnitude of pain is an intensity perception; the fact that it's pain rather than some other kind of perception is, I would say, a sensation level perception.

> 2. Yes, the level of the perceptions is high, in terms of amount of perception.

Great, then you are experiencing intensity (pay no attention to all those other higher level aspects of the perception).

> 3. Quiet, dim and bland.

> No. No.

I would say “yes”, I can change my perception of effort intensity in my arm muscle without changing motion or position of the arm by simply flexing the muscle – exerting more force without changing the position of the arm.  But I can do the opposite; change position without also changing effort. So intensity perception is at a lower level than position and motion perception.

> 4.Yes, if you can hear a sound then it must have a pitch.

I think the point here is that without loudness there can be no pitch. So in order for a sound to have a detectable loudness it is not necessary that it have a detectable pitch.

> No, I can view the centre of a piece of paper where there is brightness but

> no edges.

Right!

Week 9, Chapter  8 Sensation control

This chapter introduces the idea that controlled perceptions – those above the first, intensity, level – are constructed from lower level perceptions. This first level above intensity – the sensation level – is made up of perceptions that are assumed to be constructed as linear combinations of the first level intensity perceptions. One of the familiar sensations that is constructed from lower level intensities is color. The main theory of color perception assumes that the colors we perceive are constructed from a linear combination of the intensities of three color receptors. Any particular wavelength of light causes differential intensity outputs from these three color receptors. The linear combination of these intensity outputs results in the sensation of color. 

The perceptions in the second level of my spreadsheet hierarchy program
 are sensation perceptions as defined in Chapter 8. For example, the perception in cell D8 is a linear combination of the six intensity perceptions at the level below (in cells D12-I12). The formula for this second level sensation perception can be written as:

p21 = 1*p11+ 1*p12+1*p13 -1*p14-1*p15+1*p16
where p21 is the sensation perception at level 2, system 1 and p11 through p16 are the intensity perceptions at level 1 for systems 1 through 6. This perception is controlled by varying the reference signals going to each of the six level 1 control systems whose intensity perceptions contribute to the value of the sensation signal. The contribution of the output of the level 2 system controlling p21 to each of these level 1 references is proportional the weight (1 or -1 in this) assigned to the level 1 perception in the computation of p21. So the system the contribution to the reference for the level 1 system that controls p11 is +1, for the level 1 system that controls p12 it’s also +1 and so on.


The spreadsheet hierarchy illustrates one of the important point that is mentioned in Ch. 8. This is the fact that several systems at the same level are being controlled at once means that the outputs of one system are likely to disturb the inputs of others at that level. But the disturbances produce by the outputs of one control system on another are dealt with just as though those disturbances came from outside the system (as do the disturbances in the environment (labeled “Disturbance”). Problems arise only when two or more systems at the same level are controlling the same or very similar perceptions. In this case, the systems will come into conflict and will no longer function properly in the hierarchy. When this happens, the conflicted systems can no longer be used to achieve the goals of higher level systems that use the conflicted systems as the means of achieving their goals. This, I believe, is the situation that exists in psychopathologies of various kinds; internal conflict virtually removes control systems from the hierarchy and it can no longer function effectively. In humans this is the time for MOL therapy, which is aimed at helping a person become aware of the conflict and, through the magic of reorganization (to be discussed in CH. 14) eliminate it. 

Leading Questions. 

1. Rupert’s answer to this one is exactly right so I’ll use that: 

Even green, like purple, is a perception derived from multiple lower-order signals. Whereas purple is derived from a combination of first-order signals activated by both red-type and blue-type wavelengths, only green-type wavelengths are present at the first level for a perception of green to occur. In fact, "green" and "purple" are just the labels we give to one-dimensional perceptions at the second level.

2. The answer here is nothing. Like lemonade, the combination of temperature and humidity corresponds to nothing in the environment, though it does correspond to something that people can perceive as comfort; the same level of humidity is less comfortable at high than at low temperature due to the effect of humidity on the cooling effects of perspiration.

3. I would say that it’s that “comfort” perception.

4. I think a reductionist would say that there is such a things a chocolate that corresponds to the taste of chocolate; a constructivist (which is the PCT view) would say that the taste of chocolate is constructed by a sensation perception function that weights the intensity sensations resulting from stimulation of the taste sensors in such a way as to produce the perceptual signals we experience as the taste of chocolate.

5. Again I like Rupert’s answer to this one

Biting into, or chewing, something sweet.

6. And Rupert’s answer to this one is good too: 

Feeling how hard your fingertips are gripping the egg.

Although I would say “controlling” instead of “feeling”. 

Week 10, Chapter 9, Configuration Control


This chapter moves us up the hierarchy of control to the level of the nervous system that is involved in the control of perceptions that Powers calls “configurations”.  Configurations are perceptions that are presumed to be a function of lower level perceptions –sensations.  Much of the chapter is devoted to providing evidence for the existence of configuration control systems at the appropriate level of the nervous system.  Using physiological evidence available at the time, Powers presents evidence for the perception and control of bodily configurations, such as the position of a leg, auditory configurations, such as phonemes, and visual configurations, such as the forms of objects, existing at the cerebellar level, which is about the third level up in the hierarchical structure of the nervous system.  


I really can’t add much more to this lovely chapter than to encourage you to savor the brilliant use of neurophysiological data to inform the development of the hierarchical control model. I think the interpretation of the Hess data showing cat’s moving differently to the same final limb position in terms of control theory is particularly interesting as it shows that control is always involved in producing limb positions since getting to these positions will always require different motor outputs (intensity perceptions) due to disturbances produced by the behaving system itself; the different starting position of the limb due to the fact that the animal is always doing something slightly different before it makes a particular movement. The point is that many (most?) of the disturbances the a behaving system has to deal with in order to produce consistent results are produced by the behaving system itself. 


On that note, perhaps this is the appropriate point to bring up some physiological work that seems to present a significant challenge to the PCT model presented in B:CP, which says that behavior is always a process of varying output to produce intended perceptual results. The challenge comes from studies of deafferented monkeys and humans – organisms that have had their sensory (afferent) inputs to their spinal cord cut. In humans this “cutting” results from a rare disease; in monkeys it results from an operation performed by humans.  These deafferentiation studies are not discussed in B:CP, possibly because they had not been done yet or had been done so soon before publication that  Powers was not yet aware of them. 

The evidence that seems to challenge PCT comes from studies like this one: 

https://dl.dropboxusercontent.com/u/31298693/MechsStennColeDeaffCircl07.pdf
This is a recent study where they found that deafferented humans were able to draw circles with their unseen hand even though they were unable to perceive the hand (or arm) due to the deafferentiation. In order to make a circle one has to produce the proper sequence (fifth order perception) of hand/arm configurations that result in a circle.  The movements that result in the correct hand/arm configurations at each point in the circle have to be different throughout production of the circular motion for the same reason that the movements used to produce a particular final position by Hess’s cats had to be different every time; the configuration from which the next configuration in the sequence is made is different every time the circular motion is produce. This seems to require the ability to perceive and control the hand/arm configuration perception. But the deafferented subjects say that they have no such perception. Based on this, the researchers conclude that the circular motions made by deafferented subjects are made “open loop”, the result of central commands. These commands are open loop in the sense that the subject is not able to perceive the consequences of these commands.  The idea is that the brain just sends down the correct sequence of commands to the muscles and these commands result in the circles drawn by the deafferented subjects. 


I find it hard to believe that this could be what’s going on here. As you will see if you look at the circles made by the deafferented subjects, they are not as good as the one’s made by normals but they are not nearly as bad as one might expect, given that these circles are being made in the context of disturbances like those encountered by Hess’s cats. So I believe that there is still control of perception going on with the deafferented subjects; it’s just that the perception is highly attenuated (so that it is described as “no perception” by the deafferented subjects themselves).  

Per the analysis of control system operation in Ch. 7 (p. 83-84) this attenuated perception will result in low gain control, which is poor control. And this is what we see in the circles made by the deafferented subjects, which shows poor control (the circles are not as good as the ones made by normals) but not “no control” (the circles are much better than would be expected if commands for producing the circles were really being issued open-loop with no perception of the actual consequences of  these commands). 


This is just a hypothesis and it needs to be tested; but I think it’s plausible enough  as an explanation of the behavior of the deafferented subjects to suggest that the results of studies of deafferented subjects may not be as threatening to PCT as they might seems at first. 

Here are my answers to the Leading questions:

1. The fist configuration is maintained by maintaining muscle effort intensity and skin sensation perceptions. 

2. Yes, they do. Yes, it seems different; less “fisty”.

3. No, you can’t perceive configurations, like shapes, etc. without having sensations, like colors. Yes, you can see sensations without having perceptions of configurations.

4. Yes, a bite of watermelon, a configuration of crunchy texture, cool temperature, minimal biting effort and sweet taste.

Week 11, Chapter 10 Transition Control

This chapter keeps moving up the hierarchy of perception and control.  Control of transitions – motions, movements – depends on the ability to perceive transitions   (you can’t control it unless you can perceive it) and the perception of transitions depends on the ability to perceive the lower level perceptions that are transitioning: configurations (the subject of the previous chapter, 9). It is the ability to perceive transition that allows us to control the movement of out limbs (transitioning from a fist to an open hand, configuration, for example) or the movement of a sound (such as a crescendo or diphthong) or sight (such as the velocity of the image of a fly ball ).  

At the end of the chapter Powers alludes to a means of determining, behaviorally, the hierarchical relationship between controlled perceptions: “Controlled transition must necessarily be slower than third order [configuration -- RM] corrections would be…”.  Another way of saying this is that control of transitions must be slower than control of configurations. This means that we should be able to sort out the relative order of hierarchical levels of control by varying the speed with which the different kinds of perceptions to be controlled are presented to a person; it should be possible to control lower level perceptions, like configurations, at a higher presentation speed than higher level ones, like transitions. 

This approach to determining the relative hierarchical levels of different types of perceptual variables is illustrated in my “Hierarchy of Perception and Control” demo at:

http://www.mindreadings.com/ControlDemo/HP.html

The demo shows that configuration (square versus circle) can be controlled at a faster rate than transition (clockwise versus counterclockwise motion) with can be controlled at a faster rate than a sequence of sizes (large, medium small versus large, small, medium), sequence being the proposed next level up from transition and the topic of the next chapter (11).  

By the way, the rates at which people are just able to control a configuration, a transition and a sequence are consistent with other research suggesting that the time it takes to perceive a configuration is on the order of 50 msec; the time to perceive a transition is on the order of 150 msec and the time to perceive a sequence is 300 msec. These time estimates seem to be consistent across sensory modalities
. That is, the time required to perceive an auditory transition (like a glissando – a pitch transition) is the same as the time required to perceive a visual transition (like the clockwise motion in the demo). This is pretty good evidence that different levels of the nervous system perceive different types of perceptions, regardless of the sensory modality of the lower level perceptions from which the higher level perceptions are built. In other words, the B:CP model of hierarchical control – 3 level s of which are represented in my spreadsheet hierarchy – is a pretty good representation of the way a hierarchy of control systems is implemented by the nervous system. 

Here are my answers to the Leading Questions.

1. Pitch

2. The blanking removes the spatial change in configurations. The eye movement simply results in a new configuration in the same retinal position as the previous one.

3. Because now the background is moving to across the retinal field. If the background contained no configurations – if it were a pure white field -- that sense of movement would not exist. 

4. Increasing pitch is auditory approach; increasing size is visual approach. 

5. “Toppling” is the change (transition) in the configuration of stacked blocks.

6. Increasing heat. No.

Addendum.. Answer to John Kirkland

Studying the Hierarchy with Two Eyes

I think the Pulfrich results from an artificially produced stereopsis resulting from the differential light intensity at each eye; this results in the sensations being formed at different times in each eye, probably due to the differential sensory integration times required to produce the intensity perceptions that are the basis of perception of the state of the pendulum in each eye.Transition (in terms of movement of the pendulum) is perceived with or without the difference in light levels at the two eyes. It's the illusory movement in depth created by the differential light levels that is surprising in the Pulfrich. From a PCT perspective, the question would be "what kind of perception is the perception of depth (distance)". Since the type of transition (towards or away) depends on the depth perception, I would say that the stereoptical depth created by the differential light levels at each eye in the Pulfrich is a nice demonstration of hierarchical perception, where the transition perception (apparent circular movement of the pendulum) clearly depends on the lower level _sensation_ perception of distance. 

Now that I think about it, random dot stereograms are also a pretty nice demonstration of the fact that configuration perceptions are at a higher level than sensation or intensity perceptions. The random dot patterns in a stereogram are just a collection of intensities but when combined stereoscopically the differential depth sensations of the different points can be perceived as arbitrarily complex configuration (like house nestled in a nice landscape).  A great new way to study the perceptual hierarchy -- using binocular (and binaural) perception. 

Week 12, Chapter 11 Sequence Control

I’ll start my summary of this chapter with Rupert Young’s reply on CSGNet:

[From Rupert Young (2013.09.21 14.30 BST)]

An interesting chapter on how a sequence of events can be controlled, which takes the theory into a realm that is probably more relevant to our everyday experience of our interactions with the world.  I enjoyed the description of the mechanics of a sequence input function, for recognising a word. I would have liked to have had a description of the other side of the control loop, of how the output function would work.

I agree that it would have been nice to show how the output function from a sequence control system would work. I imagine that it would usually have to be what is essentially the inverse of the perceptual function. But I think the most concept Bill was trying to get across in this chapter was that a sequence can be represented by the magnitude of a single perceptual signal, such as the output of the “juice” detector shown in Fig. 11.3. The magnitude of the perceptual signal that is the output of that perceptual function indicates the degree to which the sequence of phonemes (configurations) that is “juice” is present at the sensory input. A system controlling for producing that sequence would have a reference signal which, if large, means that the word “juice” – in the form of a strong perceptual signal, is to be perceived. If small (or zero) then juice is not to be perceived. 

This, control of a sequence – like the word juice – is a matter of producing the perceptual signal that indicates the presence of the word “juice”.  And producing that perceptual signal takes time because each element of the perceptual function must occur in the proper sequence if the desired sequence – “juice” in this case—is to be produced. And it takes more time to produce the perception of a sequence – since the sequence occurs over time -- than it does to produce the perception of the configurations and transitions – phonemes – that make up the sequence. Thus, one way to investigate the hierarchy of control is to see the relative rate at which different perceptions can be controlled. This was done in an experiment that is now available in an article that just came out: 

Marken, R. S., Mansell, W. and Khatib, Z. (2013) Motor Control as the Control of Perception, Perceptual & Motor Skills, 

A prepublication copy of the paper is available at:

http://www.amsciepub.com/toc/pms/0/0

If you have trouble downloading the paper from that location feel free to request reprints from me (rsmarken@ gmail.com).

Unfortunately, the is an error in that paper; the diagram of the hierarchy of control implies that there is a separate input to the perceptual functions at each level of the hierarchy. A more appropriate diagram is copied below: 

[image: image2.png]Figure 2




In this diagram that three different perceptions, p.1, p.2 and p.3 of the same computer display, q.i, are available to be controlled in this study. The first level perception, p.1 is configuration, the second, p.2, is transition and the third, p.3, is sequence. The transition perception takes several inputs from the configuration level and the sequence perception, p.3, takes several inputs from the transition and configuration level. 

I think the research described in the Marken, Mansell and Khatib paper is a good example of a model-based test of the control hierarchy, put into a form that would be palatable to conventional psychologists (so that it would get published). 

Leading Questions. 

I think all the answers to al the leading questions (p. 147) are fairly obvious except for number 4.  If anyone has a good answer to that one please let me know.
Week 13, Chapter 12  The Brain’s Model Summary

This summary is just my answers to Richard Pfau’s answers to Leading Questions.  I thought Rupert’s questions (and answers) were excellent as well. They are appended to the end of this summary. I’ll answer them (if I can)  when I have more time.

[From Rick Marken (2013.09.27.1540)]

    Richard Pfau (2013.09.27.09:50EDT)--

    David and Rick,

    Here are my answers to the Leading Questions of Chapter 12 (provided, in part, as an indication that although I have not been taking a very active public part in the course so far, I have been participating as well as benefiting from all that is occurring).  The answers seem to be consistent with David's, but I'll be happy to be corrected if off-target.

RM: Thanks for the nice words. I think your answers are great. I'll just comment on them quickly.

    1.  RP: No.  It only implies that our perceptions and knowledge of an external reality are indirect.  Presumably an external reality exists that activates our sensory neurons.  If no reality existed, presumably our neurons would not be activated as they are.

RM: Exactly! The fact that PCT assumes that "it's all perception" doesn't deny the existence of external reality. Indeed, external reality is part of the PCT model -- it's the "remote physical phenomena" (also known as the "environment") in the basic control diagram Figure 5.2, p. 61. I think the important "take away" from the PCT notion that "it's all perception" is that what we experience is not external reality but a perceptual construction that is based on physical reality. It's important to keep in the back of your mind that what we experience -- the tables, lamps, computers and people, etc. that we see, hear and feel -- are not reality; they are a construction based on reality; that reality being more like what is described by physics and chemistry (which says that reality is not tables, lamps, computers and people, etc but rather, atoms, molecules, forces, etc.). 

    RP: 2.  Our observations of physics are limited by the nature of our sensory neurons that are activated only by some physical phenomena (such as those we call photons) and not by others (such as those we call gamma rays). 

RM: That's certainly true. But I think Bill may have  been getting at the fact that, since we seem to perceive reality in terms of intensities, sensations, configurations, transition and sequences -- the assumed first five levels of perception -- the observations of physics are limited to these types of perceptions. And, indeed, physical measurements are made in terms of these kinds of variables: mass (intensity), color (sensation), atom/molecule (configuration), current (transition), DNA code (sequence).

     3.  RP: ? 

 RM: That is a tough one. Perhaps what Powers is getting at is that this description ("jumping movement") is focused on the transition level of perception ("movement"), takes for granted the lower levels (which are subjective perceptions, of course) and ignores higher levels (such as sequence), which perceive the jumping as part of a sequence that gets the organism to a goal. Now that I think of it, this question might be relevant to my PCT Glasses paper which is available at

https://dl.dropboxusercontent.com/u/31298693/PCTGlasses2002.pdf

The overall point is that behavior is not an objective phenomenon (any more than _anything_ is); it's all perception.

    4.  RP: three point two. (since what the meter indicates is unknown to the visitor)

RM: Righto!

    RP: 5.  "Mississippi" would be perceived as a configuration when seen by sight as a word.  It would be perceived as a sequence when heard as a word.  We read words faster than we can listen, since (a) we read words as configurations but hear words as sequences of sounds and since (b) the lower level of configuration perception occurs faster than the higher level of sequence perception.

RM: Right. And the configuration that is the printed word "Mississippi" can all be seen at the same time; not when it's spoken, however.

    RP: With Regards (and "Keep Up the Good Work" that you-all are doing!),

    Richard Pfau

And, again, thank you!

[From Rupert Young (2013.09.28 11.30 BST)]

A good overview of the first five-levels. Some questions though:

· Why are second-order functions more explicit than first-order?

On page 150-151 

· I had thought that first-order signals represent the intensity corresponding to a single environmental quantity, yet, on pg 150 a first-order signal is described by a weighted sum, s1,1 = a1q1 + b1q2. If s1,1 is the first-order sensor what is doing the scaling? If it is the nervous system then surely whatever is responding to q1 and q2 are the first-order sensors?

· If s2,1 (second-order) only responds to q1 then surely it is first-order?


Leading questions:

1. No, but it does imply that we do not experience it directly (whatever that might mean), and that perceptions are restricted (by the sensory domains) interpretations of an external reality, that may or may not exist.

2. Observations must be seen through the restricted filter of the perceptions. For example, we can only perceive a small band of the wavelengths of light of all possible wavelengths. Physics can make use of additional sensors, detector tools and equipment, to measure what is not available to us through our natural senses.

3. Well, the observer is assuming intent by the organism to generate a specific type of movement, but where do levels come in? Configuration, transition, intensity.

4. 3.2.

5. On its own as a configuration, in a sentence as a sequence. I would question that we can. 

Week 14-15, Chapter 13, Higher Levels

This chapter describes the final levels of control that make up the complete hierarchy of perceptual control systems that is the B:CP model of behavior. The levels of control described in Ch. 13 – relationships, programs, principles and system concepts – represent complex (“higher level”) aspects of the world that we perceive and control although, as Powers notes in the beginning of the chapter, these are perceptions that seem to be more “inside the head” rather than “outside in the world”.   


I think the most important thing to understand about this chapter is the idea that the most complex behaviors we see can be seen as a process of controlling complex perceptions. For example, when we see a relatively complex program of activities, such as making moves in a game of chess, our inclination is to think of this as a process of producing a program of actions. The model described in B:CP suggests, on the other hand, that it is a perception that is being produced, not actions. And in the case of chess, the program perception is being controlled in order to perceive principles (which are the “heuristics” of the game, such as “gain control of the center”). 


The idea that a program can be a controlled perception can be a difficult concept to get one’s mind around (it certainly was for me). Perhaps one way to help see this is via a demonstration described on pp. 100-104 in Marken, R. (2002) More Mind Readings: Methods and Models in the Study of Purpose, new view. In that demo (which is no longer available but I will build it anew someday) numbers were presented in a sequence at two different positions on the screen. The sequence in which the numbers occurred was determined by a program: if the number on the left was even then the next number in the sequence, which appeared on the right, would be greater than 5, otherwise the number on the right would be less than or equal to 5. The subject’s goal was to keep this program occurring; to control it. Every so often there was a disturbance to the program, which was a change in the program being carried out. In order to control the program – keep the original program happening -- the subject had to be able to perceive the change in the program. And people could perceive the change and return the program to its original state (by pressing the space bar) if the program occurred at a slow enough rate (1 number every 2 seconds); at a faster rate the program could not be controlled because it could not be perceived! The rate at which a program can be perceived (and controlled) is much slower than the rate at which a sequence can be controlled, indicating that the perception of programs is at a higher level than perception of sequence, as proposed by the hierarchical control model described in B:CP. 


The point of the demo is simply to show that a program is a perception and that, therefore, it can be controlled. In the demo the program is controlled by simply pressing the space bar when the program is seen to have changed; so the program perception can be controlled without carrying out a revised program of actions. But in most real worl situation, programs are controlled by carrying out a program of actions (actions being themselves controlled perceptions) so from an observer’s perspective it looks like it it the actions that are being programmed; in fact, it is the perception of a progam that is the result of those actions that is being controlled. Behavior – even complex behavior like playing chess (program and principle perception control) – is the control of perception. 

I think the Leading Questions for this chapter are very useful. I’ll leave them as an exercise. Hint: Remember that they are LEADING questions. If you don’t try to over-think things, you will find that the answers are very straightforward and implied in the questions themselves. 
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� Jagacinski, R., & Flach, J. (2002) Control theory for humans: quantitative approaches to modeling performance. Mahwah, NJ: Erlbaum.
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� Powers, W. T. (1979) The Nature of Robots: Part 3,  A Closer Look at Human Behavior, BYTE, p. 2-16 (on the net at � HYPERLINK "http://www.livingcontrolsystems.com/enclosures/byte_aug_1979.pdf" ��http://www.livingcontrolsystems.com/enclosures/byte_aug_1979.pdf�)


Marken, R. S. (1990) Spreadsheet Analysis of a Hierarchical Control System Model of Behavior, Behavior Research Methods, Instruments, & Computers, 22, 349 – 359





� http://www.mindreadings.com/ControlDemo/Levels.html


� Mechesner, et all (2007) Bimanual circling in deafferented patients: Evidence for a role of visual forward models. Journal of Neuropsychology, 1, 259–282


� https://dl.dropboxusercontent.com/u/31298693/Control%20Hierarchy.xls





� These results are discussed in more detail in “The Hierarchical Behavior of Perception” chapter of Marken, R. S. (2002)  More Mind Readings, St. Louis, MO: newview
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